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Abstract

The rapid adoption of generative artificial intelligence (AI) tools like ChatGPT in drafting text
including manuscript has raised pressing questions about academic integrity and ethical
publishing worldwide. This study investigated the preparedness of Nigerian communication
journals to regulate the ethical use of Al in research and manuscript submissions. Using a
triangulation approach, the study combined document review of editorial and publishing
policies from ten Nigerian communication journals with in-depth interviews involving five
journal editors. Data were thematically analysed to identify explicit policy references to Al,
editors’ personal initiatives, and challenges hindering effective regulation. Findings revealed
that while most journals emphasise originality and prohibit plagiarism, explicit references to
Al use remain largely absent. Interviews further showed that editors had not taken proactive
initiatives to regulate Al, instead leaning heavily on existing guidelines that were not designed
with Al in mind. Key challenges included infrastructural deficits, financial constraints, and
poor Al literacy particularly among older senior editors limiting the ability to implement or
enforce Al-related policies. The study recommends urgent policy revisions, capacity building,
and institutional collaboration to strengthen Al governance in Nigerian scholarly publishing
and safeguard the integrity of communication research.

Keywords: Generative Al, Editorial Policies, Research Ethics, Communication, Journals,
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Introduction

The emergence and rapid adoption of Artificial Intelligence (AI) in today's world have
significantly transformed various fields, including academia and scientific research. A wide
array of Al tools, such as ChatGPT, PaperPal, Elicit, Consensus, OpenAl, Research Rabbit,
Perplexity, and HyperWrite, are now employed to facilitate almost every aspect of research,
ranging from idea generation, manuscript writing, literature sourcing and review, to data
analysis and citation management. Al tools can, in essence, support the research or academic
writing process from inception to completion. This development is generating debate within
the scientific community. A strand of literature (e.g., Cela et al., 2024; Corréa, 2023; Cotton et
al., 2023; Perkins, 2023a; Roe et al., 2023) argues that Al use in research discourages critical
thinking a cornerstone of scholarly inquiry and poses numerous ethical concerns, including
plagiarism, article fabrication, privacy invasion, and a lack of data transparency, authenticity,
and credibility, which are fundamental pillars of scientific research. On the other hand,

therefore, the use of Al tools in research risks undermining academic integrity.

On the other hand, some scholars (e.g., Chubb et al., 2021b; Askin et al., 2023; Hosseini et al.,
2023; Kenchakkanavar, 2023) view the application of Al in the research process as a positive
development. According to them, AI tools enhance research efficiency by automating data
analysis, literature searches, editing, and collaboration, while providing access to a broader
range of materials. Therefore, Al tools in research lead to time-saving and the production of
high-quality research papers. Despite the ongoing debate, there is a growing consensus that Al
is here to stay, and attention has shifted to ensuring the ethical utilisation of Al tools. As Kocak
(2024) aptly observes, scholarly publishing is rapidly evolving due to Al, necessitating that
researchers, authors, reviewers, and editors update their knowledge and address associated

challenges to ensure Al tools are used ethically and responsibly.

In developed nations, the ethical use of Al in research has garnered substantial attention from
publishers, universities, research funding bodies, and international organisations such as
UNESCO (Nguyen et al., 2022; Wach et al., 2023; Dabis & Csaki, 2024). Prominent journal
publishers, including Elsevier, Springer, COPE, MDPI, and Emerald, have proactively revised
their editorial and publishing policies to address the implications of Al technologies. For
example, MDPI and COPE mandate that authors disclose the extent of Al usage in their
research. Elsevier specifies that generative Al and Al-assisted technologies should primarily

enhance readability and language clarity, without replacing key authoring responsibilities.
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Similarly, Springer allows the use of Al tools for copy-editing to improve text readability and
eliminate errors in grammar and punctuation but strictly prohibits their use for generative
editorial work or autonomous content creation. These journal platforms have also expressed
their commitment to continuously revisiting and adapting their publishing policies in response

to the evolving landscape of Al and related technologies.

Clearly stated regulations and editorial policies on Al usage are believed to play a crucial role
in promoting the ethical use of Al and safeguarding the integrity of scientific output (Resnik &
Hosseini, 2024). However, in Nigeria, although existing studies (e.g. Temitope et al, 2025;
Pantuvo et al, 2025; Mohammed & Shehu, 2023; Bali et al, 2024; Shadrach et al., 2024)
indicate a degree of Al adoption among researchers and higher educational institutions, there
is a noticeable gap in understanding how research institutions and organisations are addressing
the ethical challenges associated with these tools. While numerous journals and publishers
across various disciplines continue to disseminate research, it remains uncertain whether these
entities have revised their policies or established robust standards to ensure the ethical
utilisation of Al technologies. Against this backdrop, the current study was conducted with a

focus on communication journals in Nigeria.

The Problem

With the widespread adoption of Al especially Generative Al such as ChatGPT in academic
research globally, it is anticipated that publishers may increasingly receive entirely Al-
generated submissions (Anderson et al., 2023; Tate et al., 2023). This development poses
significant threats to research integrity and its contribution to societal progress. Detecting Al-
generated text remains highly challenging. Scholars such as Perkins et al. (2023) have revealed
that even advanced Al detection software, including Turnitin, achieves a detection rate of only
54.8%, with inaccuracies identified across various detection tools (Weber-Wulff et al., 2023).
This challenge is further compounded by the ongoing development of Al tools capable of
evading many detection systems. In response, there has been a growing call for updated author
guidelines and publishing policies to address the ethical use of Al in scholarly publishing
(Liebrenz et al., 2023). It is argued that when authors are made aware of the potential harm of

unethical Al use in their work, they are more likely to exercise caution (Lund & Ting, 2023).

pg. 132




BCOCH BCOCH

B sl of Fducation, Lommunication, and Digital Humanities -Vol2 No.l Sept 2025 BN

While this issue is receiving considerable attention in the United States and Europe, the same
cannot be said for developing nations such as Nigeria. In Nigeria, numerous journals, including
a range of communication journals published by universities and professional bodies,
consistently receive and disseminate research articles. However, it remains unclear whether
these journals have revised their policies or established standards to manage the use of Al as
there is a paucity of studies on this issue within the Nigerian context. This study aims to fill
this gap, with a specific focus on Nigerian communication journals, considering their
popularity.
Research Questions
The study was guided by the following research questions:
1. To what extent do Nigerian communication journals incorporate ethical guidelines on
the use of generative Al in manuscript submissions?
2. What personal initiatives, if any, do Nigerian journal editors employ to regulate the use
of Al in submitted manuscripts?
3. What challenges hinder the effective implementation of strategies for managing the use
of generative Al in manuscript submissions?
Conceptualizing Al
Artificial Intelligence (AI) has a far longer history than is often assumed, with its philosophical
and scientific roots traceable as far back as ancient Greece (Senocak, et al 2023). The modern
conception of Al, however, is strongly associated with the pioneering work of Alan Turing
(1950) and the landmark Dartmouth Conference in 1956, where John McCarthy officially
coined the term, defining it as “the science and engineering of making intelligent machines”
(McCorduck, 2004). Since then, Al has continued to attract scholarly attention across
disciplines, yet it still lacks a universally agreed definition. Different scholars have nonetheless
provided working definitions. For instance, Bellman, as cited in Gil de Zuiiiga, et al (2023),
describes Al as computational systems capable of executing tasks generally linked with human
intelligence, including learning, reasoning, perception, problem-solving, and decision-making.
In a similar vein, Rashid and Kausik (2024) define Al as machine-based intelligence that
simulates human cognitive functions, particularly decision-making and problem-solving.
Within the broader spectrum of Al exists a more specialised category known as Generative Al
Generative Al refers to systems designed to create new content whether text, images, audio,
code, or video through the identification and replication of patterns found in existing data
((Mariani & Dwivedi, 2024). A widely known example of such technology is ChatGPT. Unlike

other Al models that may focus solely on classification or prediction, generative models
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distinguish themselves through their capacity for creativity, producing entirely new content in
response to user prompts. The creative potential of generative Al has made it increasingly
popular among diverse groups, particularly researchers and authors. However, this very
capacity raises ethical concerns about originality, authorship, and the integrity of research
outputs. The ability of such tools to generate entire manuscripts or significant portions of
scholarly work has fuelled debates on whether generative Al undermines established academic

standards or, conversely, provides innovative opportunities for knowledge production.

Previous Related Empirical Studies

The integration of Al into education has prompted numerous studies that highlight both the
opportunities and challenges it presents for learning and research. These studies consistently
emphasise the urgent need for ethical frameworks to regulate Al use in scientific contexts.
Some especially in the developed countries have also examined how stakeholders in the
scientific community especially journal publishers are adjusting their policies in response to
the growing adoption of Al in research. For example, Perkins and Roe (2024) explored
publisher policies on Al-assisted authorship and academic work using inductive thematic
analysis. Their findings indicated broad agreement among publishers that human authorship
remains essential, and although the use of generative Al tools is permissible, it must be
transparently disclosed. Similarly, Corréa et al. (2023) analysed 200 governance policies and
ethical guidelines on Al use issued by public bodies, academic institutions, private companies,
and civil society organisations worldwide. Their study sought to determine whether a global
consensus exists on the ethical principles guiding Al applications and to contribute to the
formation of future regulations. They identified 17 recurring principles, with transparency and

accountability standing out as the most prominent.

In another study, Hegazy et al. (2024) examined the ethical awareness of postgraduate students
and their adherence to ethical standards when using Al in scientific writing. The research,
conducted with 68 students at the College of Education, King Faisal University, Saudi Arabia,
revealed moderate levels of awareness and compliance regarding the ethical use of Al
Likewise, Chen et al. (2024) investigated research integrity in the age of Al identifying
challenges and potential responses. Their findings underscored the need for comprehensive Al
integrity guidelines, incorporating explicit protocols for Al use in data analysis and publication,
in order to safeguard transparency and accountability in Al-supported research. Along similar

lines, Qadhi et al. (2024) critically assessed discourses on ethical Al in higher education,

pg. 134




BCOCH BCOCH

B sl of Fducation, Lommunication, and Digital Humanities -Vol2 No.l Sept 2025 BN

arguing that policymakers, educators, and Al developers must collaborate to establish practical
ethical guidelines. Dabis and Csaki (2024) further examined the ethical challenges posed by
generative Al in higher education, analysing the initial responses of 30 universities ranked
among the top 500 in the Shanghai Ranking between May and July 2023. Their study
highlighted the ethical imperative that student work must reflect individual knowledge, with
human actors bearing ultimate moral and legal responsibility for Al-related misconduct. In the
African context, Ajwang and Ikoha (2024) investigated the “publish or perish” dilemma in
Kenyan academia in relation to Al. Drawing on institutional guidelines, policies, norms, and
previous studies, they identified unethical practices that undermine research integrity, such as
falsification, fabrication, plagiarism, p-hacking, authorship conflicts, salami publication,

duplicate publication, data manipulation, and inappropriate statistical analysis.

The reviewed literature indicates that global research on how journals and publishers are
developing policies to uphold ethical standards in the era of Al remains in its infancy, and is
almost non-existent in Nigeria. Most existing studies focus broadly on educational and non-
educational institutions, with only a few, such as Perkins and Roe (2024), addressing journal-
specific contexts. This supports UNESCO’s position that although multiple concerns regarding
Al in education have been identified, policy responses remain largely generic and implicit
(Miao, et al, 2025). Furthermore, most of the existing studies rely on a single methodology,
typically qualitative analysis or systematic literature reviews, without incorporating the
perspectives of journal editors and authors. Such omissions limit deeper understanding of the
issue. Therefore, while these studies provide valuable insights into the importance of revising
or creating policies and guidelines for Al use across various sectors, there is a pressing need
for research that directly investigates journal-specific policies, while also incorporating the
perspectives of both editors and authors. This focus is particularly crucial because journals play
a central role in disseminating cutting-edge research, which in turn shapes practice and policy

across other domains. Addressing this gap underscores the significance of the present study.

Theoretical underpinning

This study is anchored on the Ethics of Technology Theory (ETT). The theory emerged in the
mid-twentieth century in response to the rapid development of technologies. It represents a
synthesis of the contributions of several scholars, including Hans Jonas, Langdon Winner, and
James Moor (Green, 2022). The Ethics of Technology Theory posits that most technological

innovations bring both benefits and risks to society, and therefore require careful ethical
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evaluation to strike a balance between these risks and benefits (Bashiir, 2025). In this regard,
developers, users, and regulators share a moral responsibility to ensure that technologies are
designed and applied ethically, in order to minimise inherent risks while maximising societal
good.

The issue of technology ethics has generated considerable debate and scholarship. Several
frameworks have been proposed to explain the phenomenon. While general ethical theories
such as utilitarianism and deontology can be applied to explain adoption of technology,
nonetheless, there remains a paucity of studies explicitly identifying the Ethics of Technology
Theory as a framework for examining the subject, suggesting that ETT is still developing. The
present study adapts the Ethics of Technology Theory to explain the ethical challenges posed
by the emergence of Al tools in research and to propose policy and editorial measures to guide
journals and publishers. In doing so, this study extends the literature on ETT and its relevance

to contemporary debates on technology and ethics.

Materials and Methods

This study adopts a triangulation research approach comprising document review and in-depth
interviews. The document review was conducted using a checklist to analyse the editorial and
publishing ethical policies of communication journals, with the aim of identifying any
references to the use of Al in research and the nature of such references. In-depth interviews
were conducted with journal editors to understand their perspectives on the use of Al in
research, to uncover any strategies not explicitly stated in their policy and ethical guidelines,
and to explore the challenges they encounter in regulating Al. The population of this study
consists of all journals of communication and media studies published by universities and
professional bodies in Nigeria, along with their editors. However, a purposive sample of ten
journals and five editors was selected based on their online presence. The accessible journals

are listed below.
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Table 1: List of selected Journals Investigated

S/N Name of Journal Publisher / Address

Department of Mass Communication,
University of Nigeria, Nsukka

Covenant Journal of Communication Department of Mass Communication,
(CJOC) Covenant University, Ota, Nigeria

1 International Journal of Communication

Department of Mass Communication, Imo

3 IMSU Journal of Communication Studies State University, Owerri, Nigeria

Nassarawa State Journal of
4  Communication and Media Studies

(NJOMACS)

Taraba State University Journal of
5  Communication and Media Studies
(TSUJCM)

Department of Mass Communication,
Nasarawa State University, Keffi

Department of Mass Communication, Taraba
State University, Jalingo

6  Nigerian Journal of Communication (NJC) ggﬁggﬁon ((on(ljlg]:El; Ng);ria gg:;)?;lrmlcatlon

Department of Mass Communication,
Babcock University, Ilishan-Remo, Ogun
State

Nigerian Television Authority — Television
College (NTAtvc), Jos

Nnamdi Azikiwe University Journal of Department of Mass Communication,
Communication and Media Studies Nnamdi Azikiwe University, Awka

Babcock Journal of Mass Communication

(BJMC)

8  NTAtvc Journal of Communication

Journal of Communication and Media Association of Media and Communication
Studies (JCMR) Researchers of Nigeria (AMCRON)

Source: Authours’ Compilation

10

Data collected from the document review (publishing policies) and in-depth interviews were
analysed using inductive thematic analysis, a method widely employed in qualitative research
for identifying, analysing, and reporting patterns (themes) within data (Braun & Clarke, 20006).
This approach was chosen because it provides a flexible and robust research tool that enables
arich and detailed account of the data regarding the phenomenon under investigation. It further
allows researchers to identify recurring themes of meaning within the dataset.

Data Presentation

The data obtained from the interviews and the review of the editorial and publishing policies
of selected Nigerian communication journals were analysed and presented thematically.
Verbatim quotations from respondents were included to reinforce points and to provide

evidence that directly addressed each research question.
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RQ 1: To what extent do Nigerian communication journals incorporate ethical guidelines
on the use of Generative Al in manuscript submissions?

The first goal of the study is to determine the extent the journals incorporate ethical guidelines
regarding the issue of Generative Al in their editorial and publishing policies. Based on the
result of the analysis we found most Nigerian communication journals do not have any direct
ethical guidelines or policy for managing the use of AI. Out of the ten journals investigated
only one TSU Journal of Communication and Media Studies (TSUJCMS) has introduced
guidelines regarding the use of AI. According to Item 2 in the updated TSUJCMS Guidelines
for contributor’s states, “All submissions will undergo plagiarism and Al detection tests.
Articles exceeding 15% plagiarism or 15% Al-generated content will be rejected”. Item 3
provide more detail information regarding Al use. It states thus:

Authors must disclose any use of Al tools in their submissions, ensuring such
contributions do not exceed 15%. The use of Al to generate entire articles,
research ideas, or data without significant human oversight is strictly prohibited.
Authors remain fully accountable for the integrity, originality, and validity of
their work. Non-compliance with this policy will result in a public ban from the
journal (https://www.tsujcms.org).

Most of the journals underscored the importance of originality in their policies and publishing

guidelines without mentioning anything about the use of Al, rather plagiarism. For instance
the Babcock Journal of Mass Communication (BJMC) publishing policy and guidelines
says,“BJMC takes academic integrity very seriously, articles that return above 15% similarity

index on the Turnitin anti-plagiarism software would be rejected”

https://journal.babcock.edu.ng/j/bjmc. In the same light, the publishing Guidelines of IMSU

Journal of Communication Studies, states as follows:

. IMSU Journal of Communication Studies is committed to maintaining high
standards with strict ethical policies. Any infringements of professional ethical
codes, such as plagiarism, fraudulent use of data, or false claims of authorship,
are strictly forbidden. All articles for submission must be original to the author(s)
and free from plagiarism (https://www.imsujcs.com/policies.html).

Similarly, the Nasarawa Journal of Multimedia and Communication Studies (NJOMACS) in

its Plagiarism Policy states that:

NJOMACS is committed to maintaining high standards through an in-depth
peer-review process with sound ethical policies. Any infringements of
professional ethical codes, such as plagiarism; including self-plagiarism,
fraudulent use of data, are seriously frowned at by the journal with zero
tolerance. https://www.njomacs.com/policies

In the same vein, item 10 number in the author’s guideline of the Nigeria Journal of

Communication (TNJC) states: “Manuscripts submitted to the TNJC shall be subjected to
plagiarism check and only those that meet the acceptable threshold shall be published”
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(https://tnjcm.org.ng/authors/). In the same vein, The International Journal of Communication

Plagiarism Policy states “All articles will be subjected to plagiarism check to determine their

originality” (https://www.unn.edu.ng/international-journal-of-communication/).

It can be deduced from the analysis that, although most Nigerian communication
journals emphasise plagiarism checks and originality in their editorial policies, they have not
explicitly integrated ethical guidelines on the use of Generative Al. This reflects a slow and
cautious response to safeguarding research ethics in the era of artificial intelligence within
Nigeria’s communication research landscape.

RQ 2: What personal initiatives, if any, do Nigerian journal editors employ to regulate the
use of Al in submitted manuscripts?

The editors where asked if there are strategies not stated in the guidelines which they personally
apply to manage the use of Al in their journal submissions. The following themes emerged:

Lack of Personal Initiatives:

Most of the participants admitted that, although they are concerned about the growing use of
Al in drafting manuscripts, they have not taken any personal steps or initiatives to manage or

regulate its use. Participant states that:

“...At the moment, we don’t have any specific strategy to deal with Al-generated

work. We know it’s there and that authors are beginning to experiment with it,
but as editors we haven’t put anything concrete in place to manage it. We don’t
have detection software, we haven’t developed any screening measures, and
there are no special checks during the review process. Basically, we are just
going on as usual, even though the problem is staring us in the face.”

In the same vein, participant 3 corroborates thus:

“Frankly, we discuss it informally among ourselves, but in terms of policy or
personal initiative to manage the use of Al, I don’t think any of our editors is
really doing anything at their own level to address it in submissions. Sometimes,
reviewers complain about unusual patterns in manuscripts, suggesting a reckless
use of Al but that is not a structured strategy. And honestly, we cannot do much
about such observations since we cannot prove it...”
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Reliance on Existing Guidelines:

Furthermore participant 5 reiterated that aside the general publishing guidelines in their journal,
noting extra is done to promote the integrity of submissions in their journal. The participants
said:

“..Apart from the general publishing guidelines we follow, there are no extra
rules we’ve introduced. We simply rely on what is already stated in the
guidelines about plagiarism, originality, and ethical writing. Those rules were
not designed with Al in mind, so we are really just trying to apply old standards
to a new challenge. In practice, that means if a manuscript looks fine and meets
the existing requirements, we treat it as acceptable, even though we know Al
could have played a role in its production....

2

Similarly, participant 2 emphasised the heavy reliance on existing editorial guidelines, noting
that in the absence of specific policies on Al, editors default to traditional standards even
though they are inadequate:

“...What we do is to stick to COPE and other editorial guidelines, because that
is what we already know. There is nothing in those documents that speaks
directly to Al but until there are formal updates, we can’t make our own rules.
So essentially, we lean heavily on the existing framework, even though it is not
enough.”

RQ 3: What challenges hinder the effective implementation of strategies for managing the

use of generative Al in manuscript submissions?
The researcher further probed the respondents on the challenges that contribute to the gaps in
managing the use of generative Al in manuscript submissions for their journals. Two major

themes as follows emerged from their responses:

Structural and Capacity Challenges:

Editors pointed out that infrastructural limitations and systemic challenges in Nigeria make it

difficult to effectively manage the use of generative Al. Participant stated that

“...0ne of the biggest challenges is that we don’t have access to reliable Al-
detection tools. Even the plagiarism software we currently use is not always
accurate, so you can imagine how difficult it is to track Al-generated text.
Sometimes, even when you suspect a paper is machine-written, you can’t prove
it. Without proper tools that are designed specifically for Al our hands are tied,
and this makes the whole process of quality control very frustrating...”
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In the same light, participant added that:

“..The reality in Nigeria is that most of our journals lack the financial
resources to even subscribe to advanced editorial software. Some institutions
struggle to maintain basic plagiarism checks, not to talk of sophisticated Al-
detection systems. Beyond that, we don’t get training or workshops on how to
handle Al in publishing. So, without the tools and without the capacity,
managing Al remains more of a discussion point than a practical strategy. It’s
like talking without action.”

Knowledge Gap:

Secondly, a number of editors admitted that the lack of deep knowledge of A, especially among
senior editors who manage most Nigerian journals, contributes to the slow response in

addressing Al use. For instance, Participant 6 opined that:

“To be honest, many of our editors are older people who are not really
following technological trends. They are excellent scholars, but they don’t know
much about Al tools or how they work. When you bring up the topic of ChatGPT
or other applications, they usually dismiss it or say it doesn’t concern us. This
knowledge gap makes it very hard for the journals to take proactive steps...”

Corroborating this point, Participant 5 highlighted the influence of age and generational
differences on the limited adoption of Al policies among Nigerian journal editors:

“I think the age factor plays a role. Most of the editorial board members are
senior professors, and they are not used to these new digital innovations. They
are more comfortable with the traditional way of doing things. So when you
mention Al, it sounds too abstract for them, and that lack of awareness or
interest contributes to why we don’t have clear policies or strategies yet...”
Findings and Discussion
The study found that communication journals in Nigeria are significantly lagging behind in the
regulation of Al use. Most of the journals lack explicit policies on acceptable thresholds for Al
in article submissions or requirements for self-disclosure. This gap corroborates Chen (2023),
who noted a widening divide between growing concerns about Al ethics in education and the
absence of regulatory frameworks. Similarly, the low level of Al knowledge among editors
which weakens motivation to initiate regulation aligns with Gellai (2022) and Feldstein (2019),
who stressed that Al regulation in education and research remains underdeveloped. However,
the Nigerian experience contrasts with findings from developed contexts such as Dabis and
Cséki (2024), where leading universities are beginning to experiment with ethical frameworks.

This disparity reflects broader inequalities in access to technology and resources, with
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developed nations benefitting from stronger institutions, better funding, and more effective

leadership than countries like Nigeria.

The findings further revealed that editors have not made deliberate efforts to regulate
generative Al, continuing instead to rely on outdated guidelines. This aligns with Hegazy et al.
(2024), who observed that Al users in academia often operate with limited awareness and
minimal guidance because institutional frameworks have not kept pace with technological
advances. Moreover, resource constraints and poor Al literacy, particularly among older senior
editors, emerged as major challenges undermining Al management. Without institutional
support or training, editors lack the technical knowledge to create or implement Al policies.
More broadly, the Nigerian case reflects systemic weaknesses in African academia. As Qadhi
et al. (2024) argued, effective regulation of Al requires collaboration between policymakers,
educators, and developers a collaboration currently absent in Nigeria. Likewise, Ajwang and
Ikoha (2024) highlighted how limited resources, outdated institutional norms, and weak
awareness foster unethical practices in African universities. The persistence of these structural
challenges explains why Nigerian communication journals remain unable to update editorial
policies or provide training on Al governance. Consequently, editors who should serve as
custodians of research integrity remain ill-prepared to address the ethical implications of Al in

scholarly publishing.

Conclusion

This study examined the preparedness of Nigerian communication journals to respond to the
ethical challenges posed by the adoption of generative Al in research and scholarly publishing.
The findings reveal that while there is a general insistence on originality and the prohibition of
plagiarism in editorial policies, explicit reference to Al remains absent. Most journals have
neither reviewed their policies to address the ethical use of Al nor developed frameworks to
guide authors, largely due to resource constraints, limited technical literacy, and infrastructural
deficits. In light of the Ethics of Technology Theory (ETT), which emphasises the shared moral
responsibility of developers, users, and regulators to minimise risks and maximise societal
benefits of technological innovation, the findings suggest only a partial alignment. On the one
hand, the principle of safeguarding academic integrity by insisting on originality reflects the
spirit of ETT, which underscores the ethical responsibility of institutions to protect societal

values. On the other hand, the absence of proactive regulation on Al, coupled with poor literacy
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among senior editors, demonstrates a significant gap in fulfilling the broader ethical obligation
prescribed by ETT.

Recommendations

Based on the findings, the following recommendations are put forward for operators of
communication journals in Nigeria:

1. Editorial boards of the journals should urgently revise their policies to include
clear guidelines on the use of generative Al in research and manuscript preparation.
These policies should specify acceptable thresholds, disclosure requirements, and
ethical boundaries to safeguard originality and integrity.

2. Training workshops and continuous professional development should be
organised for editors, particularly senior ones, to enhance Al literacy and equip them
with the knowledge to evaluate Al-related ethical issues in submitted manuscripts.

3. The Journals should collaborate with universities, professional associations, and
funding agencies to secure resources for capacity building, policy development, and
infrastructural support. This can help overcome financial and technological constraints.

4.  The Journals could set up Al ethics subcommittees within their editorial boards
to periodically review submissions, update policies, and provide guidance on emerging
issues in technology ethics.

5. Beyond regulating, journals should educate prospective authors about the
ethical use of Al This can be achieved through author guidelines, editorial notes,

webinars, or workshops to build a culture of responsible Al use in research.
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